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Are you using the solutions for that first Written Work?

Your score on WebAssign for the Chapter Review doesn't count. You need to scan your
written work and upload it to Assignments on D2L.

Checking due date (Should be Friday, 11:59 pm.)

We have Written Work Assignments built on D2L.

Click Here to open up the Course Shell and look at your new Assignments link on the Main
Navbar.

They depart somewhat from what's in the current Course Schedule, but they're more
reasonable. I'll be editing that Course Schedule all semester, and tweaking due dates on
things.

I can already see us slopping into that first week of optional work. I want to stay as close to
the planned schedule (crack the whip) early as I can, so we can back off a little at the end.
That always works better, with so many young professors out there realizing they have 4
chapters to cover in the last week!


https://online.aims.edu/d2l/home/183183
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First-Order differential equation in normal form:

-~
dy v a "
Solve: I f(x, ) a\v )
X
(2)
Subject to: v(xg) = vo

Recall: (From reading, not lecture)

Theorem 1.2.1 Existence of a Unique Solution

Let R be a rectangular region in the xy-plane definedbya =x=b,c=y=d y &( 4—,63
that contains the point (xq, yo) in its interior. If f(x, y) and 9f /dy are continuous

on R, then there exists some interval [o: (xo — A, xo + h), h > 0, contained in F/
[a, b], and a unique function y(x), defined on [, that is a solution of the initial-

value problem (2). . . L. L.
Existence is guaranteed by continuity of the derivative. Easy to

y
' I I check.
F | T T F— ddo_ : . :
IR | Uniqueness is guaranteed by requiring the solution pass through
: : : : the point (x,, y,)-
: :_/'/_: : Recall "Normal Form"
: : (x0» Yo) : : Get the dy/dx all by itself on one side.
cl _l_ _: _____ _:_ _1| —— "Lineal Element" is just a short segment of the tangent line at a
. [ given point on the solution curve.
L1 |
a —Iy—1 b X We're leading up to Euler's Method.

It's a required topic in Calculus I1, so you should have some
familiarity with it and have built at least one direction field by
hand..

I'm still waiting to hear back from the Maple people about purchasing Maple for you guys. Short
term, we can do direction (slope) fields, using Desmos:

Are you still on "temporary' access on WebAssign?
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Section 2.1 - Direction Fields (Slope Fields) for 1st-order ODE in normal form.

We plot solutions without knowing what the formula is or if there even is a clean formulaic

solution.
'9,= £i,9) (\) i S22
\,l-.w '.,Lav\"' I= ? /__ =_O
Ty UQD—'?)'PO —7ce*”

7 - Limeal E"M'&V\L

/
/l\, “.\,)Lfbh 75
l/ / Th3 eb

D
7

AN
) 2P S 24— AuTaMaMO(A-S -
2 b L /I //
4 V.. }' =g . M +L\(
Ll B — e S = No x-vm.m% )
929 8 -7 6 5 4 -3 -2 4 1 2 3 4 B B
| "

- ,C(x,,\-— yA F(-g)

For an autonomous equation, the solutions are just
horizontal shifts of one another.
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Direction Field If we systematically evaluate f over a rectangular grid of points
in the xy-plane and draw a line element at each point (x, y) of the grid with slope
f(x, v), then the collection of all these line elements is called a direction field or
a slope field of the differential equation dy/dx = f(x, y). Visually, the direction
field suggests the appearance or shape of a family of solution curves of the dif-
ferential equation, and consequently, it may be possible to see at a glance certain
qualitative aspects of the solutions—regions in the plane, for example, in which a
solution exhibits an unusual behavior.

Maple Interlude:

Your book makes a number of qualitative remarks about direction fields. Some of them are
actually helpful. I will try to make some good qualitative remarks about the equations we're
looking at in Maple.

et Y
conns fobry ey wdd b e e

Also did  Evanmpld 3.
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10, [y(0) = 1, y(0)

10..10,y =-10 ..

5], linecolor = blue);

mydirectionfield := DEplot(myeqn, y(t), t

myeqn := diff(y(t), t) = -y(t);
0, y(0)
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https://www.desmos.com/calculator/p7vd3cdmei

Desmos: Search for '"Direction fields on Desmos"


https://www.desmos.com/calculator/p7vd3cdmei
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Autonomous 1st-Order ODEs: If the right-hand side of the equation (in
normal form) is independent of the independent variable , in other words, if
you don't see the independent variable appearing on the RHS, then the
equation is autonomous.

/
J=Fly)  (net y'= Lo ) canN () o (.l
dA o dx @ dT @ dA @ 1
— = kA, — =kx(n +1 — x), —=Kk(T—T,). —=060—- —A,
dt dt dt dt 100

vhere k, n, and T, are constants, shows that each equation is time independent.
0 unimhibidrd 0op
(D Dussmse Sprend

Nesbrs Law of C"":’f
lrmefFy Laws (Vollaze Jrop\

Critical Points: The zeros of the function f on the RHS of EQN (2).

Critical Points are also called "equilibrium points" or "stationary points."

If we substitute y = constant into the RHS, this means both sides of EQN (2) are zero.

This means that if c is a critical point of (2), then y = c is a constant solution of the autonomous
differential equation.



240905-2-1.notebook September 05, 2024

Example 3 - Looks a lot like a logistic population growth model.
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we see that Theorem 1.2.1 gives us uniqueness of
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solutions in horizontal strips corresponding to

each subinterval.

N
~ On‘—b.mcv\Slobj
If we partition the P axis into 3 parts, as shown, P hase Po e ;J'

Of course, we don't fool around with negative time in the real world, or negative population.
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Continuity of the right-hand-side means the derivative doesn't change sign.

Boundedness of the region means that all solutions will approach the equilibrium solution(s).

The book states this fact without proof:

* If y(x) is bounded above by a critical point c; (as in subregion R; where
v(x) < ¢ for all x), then the graph of y(x) must approach the graph of the
equilibrium solution y(x) = ¢; either as x — = or as x — —=. If y(x) is
bounded—that is, bounded above and below by two consecutive critical
points (as in subregion R» where ¢; < y(x) < ¢, for all x)—then the graph
of y(x) must approach the graphs of the equilibrium solutions y(x) = ¢ and
y(x) = ¢2, one as x — % and the other as x — —oo. If y(x) is bounded below
by a critical point (as in subregion R3 where ¢; << y(x) for all x), then the
graph of y(x) must approach the graph of the equilibrium solution y(x) = ¢»
either as x — = or as x — —2. See Problem 34 in Exercises 2.1.

Basically, it's saying that solutions approach their critical points in whichever subinterval of
the phase portrait you're in, and the solution will never crosee one of its critical points.

P P R,

decreasing P,

} increasing Po R,
0 -
I
decreasing P R,
phase line tP-plane

Figure 2.1.7 Phase portrait and solution
curves in Example 4
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Example 5
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7' = (\J -\\1 We haven't done any "solution techniques' to speak of, yet.
é}_ ( ‘)7, — This is just applying Calculus skills to finding y.
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This ¢ can be any real number. We can solve forc, given an initial value.
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Attractors and Repellers:
Sinks and Sources

yawum
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Classifying Critical Points as stable/unstable. (Arrows toward or away in phase portrait?)
Note: All solutions to autonomous solutions are horizontal translations of one another.

This is because the slopes are constant at any fixed y-value all the way all the way across
the direction field.

So if y = g(x) is a solution, then so it y = g( x - k) for any k.
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